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Descripcion y contenidos

1. Breve descripcion

Esta asignatura introduce a los estudiantes en la Inteligencia Artificial (IA) moderna desde una perspectiva probabilistica y aplicada a la
ingenieria. A

lo largo del curso, los participantes desarrollaran competencias tedricas y practicas para comprender como las maquinas aprenden a partir de
datos,

como se construyen modelos predictivos y como se toman decisiones bajo incertidumbre.

El curso combina fundamentos matematicos del aprendizaje de maquina, inferencia estadistica y modelos de IA con programacion en Python
y

experimentacion practica, permitiendo a los estudiantes implementar algoritmos, analizar datos reales y desarrollar soluciones a problemas de
ingenieria. Un énfasis especial se pone en la lectura critica e interpretacion de articulos cientificos del estado del arte, preparando a los
estudiantes

para interactuar con literatura académica y tecnologias emergentes en inteligencia artificial.

Al finalizar la asignatura, los estudiantes no solo sabran usar técnicas de IA, sino también entenderlas, explicarlas y evaluarlas, adquiriendo
una base

solida para proyectos avanzados, investigacion aplicada o estudios de posgrado.

2. Objetivo del curso:

Formar en el estudiante una comprension profunda de los fundamentos probabilisticos y computacionales del aprendizaje de maquina,
desarrollando

competencias para disefiar, implementar y analizar modelos de inteligencia artificial aplicados a problemas de ingenieria, asi como para
interpretar

criticamente investigaciones académicas en el area.

3. Resultados de aprendizaje. Los propésitos de formacion en el estudiante de posgrado son:

Al finalizar el curso, el estudiante sera capaz de:

- RAA-1: Explicar los principios tedricos que sustentan los métodos de aprendizaje de maquina probabilistico. Se corresponde con los RAP:
RAPS,

RAP11, RAP13.

- RAA-2: Implementar modelos de aprendizaje supervisado y no supervisado utilizando herramientas computacionales. Se corresponde con
los RAP:

RAP3, RAP7, RAPS.

- RAA-3: Evaluar y comparar modelos de IA mediante técnicas de validacion y analisis de desempefio. Se corresponde con los RAP: RAPS,
RAP10,

RAPI11.

- RAA-4: Formular soluciones de ingenieria apoyadas en modelos de A, seleccionando metodologias apropiadas. Se corresponde con los
RAP:

RAP2, RAP3, RAP8, RAPY.

- RAA-5: Analizar y comunicar resultados de investigaciones y articulos cientificos en el campo de la IA. Se corresponde con los RAP:
RAP10,

RAPI1, RAP12, RAP13.

- RAA-6: Trabajar colaborativamente en proyectos de desarrollo de modelos inteligentes aplicados. Se corresponde con los RAP: RAP7,
RAP9,

RAPI10.

4. Contenido




- T-1. Introduccion a la Inteligencia Artificial: Historia, motivaciones, campos de aplicacion, IA simbolica vs estadistica, nocion de agente
inteligente.

- T-2. Bases del aprendizaje I: Aprendizaje supervisado y no supervisado, datos, funciones de pérdida, riesgo empirico, nocioén de
generalizacion.

- T-3. Bases del aprendizaje II: Modelos paramétricos vs no paramétricos, regularizacion, optimizacion, gradiente descendente.

- T-4. Aprendiendo de los datos: MLE y MAP Inferencia estadistica, estimacion puntual, maxima verosimilitud, estimacion bayesiana y prior
gaussiano.

- T-5. Generalizacion y Validacion cruzada: Particion de datos, sesgo y varianza, métodos de validacion (holdout, k-fold, leave-one-out),
métricas de

desempefio.

- T-6. Regresion logistica: Clasificacion binaria y multiclase, funcion sigmoide y softmax, interpretacion probabilistica, evaluacion.

- T-7. Métodos no paramétricos de clasificacion: k-NN, arboles de decision, bosques aleatorios, ventajas y limitaciones.

- T-8. Métodos de Kernel y SVM: Maquinas de soporte vectorial, margenes maximos, kernels lineales y no lineales, regresion con SVM.
- T-9. Aprendizaje no supervisado y reduccion de dimensionalidad: k-Means, modelos de mezcla gaussiana (MoG), PCA, autoencoders.

- T-10. Redes neuronales clasicas: Perceptron, redes multicapa, retropropagacion, activaciones y regularizacion.

- T-11. Redes neuronales profundas: Arquitecturas convolucionales y recurrentes, aprendizaje profundo, optimizacion, overfitting.

- T-12. Modelos generativos y transformadores: GAN, autoencoders variacionales, modelos de difusion, transformers y atencion.

- T-13. Tendencias y proyectos en IA moderna: Modelos fundacionales y LLMs, €tica y responsabilidad en IA, presentacion de proyectos
finales.

5.  Requisitos. Los definidos en requisito de admision de la IES.

6. Recursos

Hamientas informaticas:
- Python, PyCharm, VScode. Todas herramientas de software libre.
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7. Herramientas técnicas de soporte para la ensefianza

- Lenguaje Python con bibliotecas: NumPy, Pandas, Scikit-learn, Matplotlib, PyTorch o TensorFlow.
- Plataforma virtual de aprendizaje (Moodle o Classroom).

- Notebooks de Jupyter y Google Colab para laboratorios practicos.

- Repositorio GitHub para entrega y revision de proyectos.

8.  Trabajos en laboratorio y proyectos

- Laboratorios individuales: ejercicios guiados de implementacion (MLE/MAP, validacion cruzada, regresion logistica, SVM, clustering,
redes

neuronales).

- Proyecto final grupal: desarrollo de un modelo de IA aplicado a un problema real de ingenieria (ej. prediccion, diagndstico, optimizacion).
Incluye

reporte técnico y sustentacion.

- Anélisis de paper: lectura y discusion critica de un articulo cientifico actual en IA.

9. Métodos de aprendizaje

- Clases magistrales y talleres practicos.

- Aprendizaje basado en proyectos (ABP).

- Trabajo colaborativo en pequefios grupos.

- Estudio de casos reales.

- Seminarios de lectura de papers y discusion guiada.

10. Métodos de evaluacion




La evaluacion se realiza mediante actividades practicas de programacion, analisis teérico—conceptual, lectura critica de articulos cientificos y
desarrollo de proyectos aplicados en inteligencia artificial. Se promueve tanto el trabajo individual como colaborativo, priorizando la
aplicacion de

modelos probabilisticos de aprendizaje de maquina a problemas reales de ingenieria.

- Primera evaluacion: Se aplica al finalizar los temas T-0 a T-4. Tiene un valor del 25% e involucra los resultados de aprendizaje RAA-1y
RAA-2.

Evalua los fundamentos del aprendizaje de maquina, inferencia probabilistica (MLE y MAP), preparacion de datos y técnicas de validacion
cruzada,

mediante laboratorios practicos de implementacion.

- Segunda evaluacion: Se realiza al concluir los temas T-5 a T-8. Tiene un valor del 30% e involucra los resultados de aprendizaje RAA-1,
RAA-2y

RAA-3. Incluye un examen parcial tedrico—practico y ejercicios de analisis de desempefio de modelos de clasificacion supervisada, métodos
kernel y

aprendizaje no supervisado.

- Tercera evaluacion: Se realiza durante el desarrollo y cierre de los temas T-9 a T-12. Tiene un valor del 45% e involucra los resultados de
aprendizaje RAA-3, RAA-4, RAA-5 y RAA-6. Comprende el proyecto final aplicado (35%) y el analisis critico de un articulo cientifico del
estado

del arte en inteligencia artificial (10%). Evalua el disefio, implementacion, validacion de modelos avanzados de redes neuronales y la
capacidad de

interpretacion técnica de literatura académica.

Cada evaluacion contempla entregas individuales y grupales, fomentando buenas practicas de programacion cientifica, documentacion
técnica,

reproducibilidad experimental y comunicacion efectiva de resultados.




